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Abstract Joint source channel symbol-level en/decoding fast algorithm based on space policy
trellis is presented in this paper. Constructing a joint decoding plane trellis achieves better decoding
performance than the bit-level decoding method. However, the complicated construction of plane
trellis causes a high degree of complexity of the joint source channel symbol-level decoding. In this
work, we construct a new efficient space policy trellis, optimize design of weight value of variable-
length symbols by meeting the constraint condition system of equation, and then form an integrated
fast algorithms with VLS-APP decoding. The results of two kinds of simulations indicate that our fast
algorithm leads to near 50% reduction of the decoding complexity and lowers bit error rate in the
same SNR of channels, compared to the decoding method based on plane trellis. So this method
provides reliable error-protection mechanism for variable-length encoded information data, and it can
be applied in joint source channel symbol-level en/decoding under resource-constrained situation
like the space communication.

Keywords joint en/decoding; variable-length coding; space policy trellis; optimization design of
weight value
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According to Shannon ’ s source-channel

separation theory''', source coding, channel
coding, information security, and modulation can be
performed separately and sequentially for any typical
communication system, while maintaining optimality
for the communication transmission. In particular,
source encoder and decoder can be designed without
knowing the channel state information ( CSI ).
Although the separation theorem, which is true for
considerable classes of sources and channels, does
not always hold, the separation approach has been
widely adopted in practical communication systems
due to the great reduction in complexity.

Source coding is used to improve the efficiency
of transmission by compressing information data.
Channel coding is provided for correcting channel
errors by adding some check bits and for ensuring
the reliability of data. Information security is
responsible for ensuring data security transmission.
Modulation improves the bandwidth efficiency of
communication transmission under conditions of
limited power and bandwidth constraints >*’.

However, practical communication systems are
constrained by delay, bandwidth, and power, and
do not satisfy the assumptions of Shannon’ s

hand, the

performance of a wireless communication system is

separation theory. On the other
also greatly influenced by the knowledge of the CSI
at the transmitter side ( CSIT) and at the receiver
side (CSIR). Here, CSI refers to the knowledge
about the actual status of the wireless channel. CSI
plays an important role in many sophisticated
transmission techniques such as linear precoding and
beamforming. In both theory and practice,
(relatively ) accurate CSIR can be measured by
sending training sequences known a priori to the
receiver whereas CSIT is wusually obtained via
feedback. However, due to practical limitations
such as link capacity and delay constraint, obtaining

arbitrarily accurate feedback information is often

infeasible in most wireless systems. Furthermore, it
is known that Shannon’ s source-channel separation
theorem does not hold when full CSIT is not

45]

available' Therefore, to achieve an optimal

performance, joint source-channel transmission
approaches are in general required. The cross-layer
wireless network design approach addresses this
issue by jointly optimizing the allocation of network
resources such as power and bandwidth based on the
wireless channel conditions and the quality of service

"*/. Driven by the increasing

(QoS) requirement
demands for reliable universal connectivity, higher
throughput, and wireless applications with stringent
delay and energy constraints such as wireless
broadband multimedia services, future wireless
systems must employ advanced algorithms and
techniques to offer better reliability and higher data
rate. However, as we have already seen, while
rapid progresses have been made, wireless system
performance is still limited due to the many
challenging issues mentioned above. This prompts us
to study the fundamental performance limitations of
wireless communication systems, which will provide
us a complete picture and some useful insights into
this intricate problem, in particular, the joint impact
of key factors such as fading, user cooperation, and
CSI feedback on the system performance ™ .
Furthermore, as we take into consideration both the
source and channel characteristics in the joint
source-channel system design, it is also important to
adopt an appropriate measure that characterizes the
end-to-end performance of the overall system. In
recent years, joint en/decoding approaches attracted
extensive attention in academic circles, including
joint source channel en/decoding approaches and
symbol-level en/decoding

joint source channel

*21 Due to the perfect performance at

approaches'
low signal to noise ratio (SNR) levels, turbo codes
have entered into service in many communication
CCSDS

applications such as standards, etc.
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Naturally, the new subject of JSCD for the VLC
combined with a turbo code attracted increasing
research interests. A model of iterative decoding
between two SISO modules based on a bit-level super
trellis was proposed by Lakovi¢ and Villasenor "'

A Joint
decoding fast algorithm based on the space policy

source channel symbol-level en/
trellis for the variable-length symbol-A posteriori
probability ( VLS-APP) decoding is proposed in this
work. We construct a new efficient space policy
trellis by introducing and optimizing the weight value
of variable-length symbols under condition of
meeting the constraint equation of decoding, and
achieve a low-complexity joint source channel
symbol-level decoding with the VLS-APP algorithm.
Simulation result shows that symbol-level decoding
with this space policy trellis has better performance
than the symbol-level decoding with other plane
trellis or the separation bit-level decoding with a
posteriori probability ( APP) algorithm. It is obvious
that the symbol-level decoding with our space policy
trellis achieves the best decoding performance among

all the methods.

1 Joint source channel symbol-level
en/decoding system

1.1 Separate source and channel coding

The  source-channel  separation  theorem
indicates that several parts in a communication
system can be designed independently. In the source
coding stage of the separate source and channel
coding system, a discrete-time source {s,,s,,-:,
si| with K samples (e. g. , image, video, or speech

signal ) is mapped to an index ( message) w drawn

from a finite alphabet W = {1,2,--- M/|. Tt is clear

that on average each source sample is represented by

log,M
K

bits, and the rate of the source code is thus

log,M
defined to be R, = M

bits per source sample.

In the channel coding stage, the message w is
mapped into a sequence of N channel symbols {x,,
%,,"**,%y| to be transmitted over the channel, for
which we say the communication consumes N
channel uses. {x,,%,,--,xy| is referred to as a
length-N codeword. The set of all codewords is
called a codebook, which should be known well in
the communication system. Since the communication
system attempts to transmit log, M bits of information
through the channel after NV channel uses, the rate of
[ log,M]

the channel code is thus R = N

bits per

channel use''"’.

1.2  Joint source channel symbol-level
en/decoding

Joint source channel en/decoding model for the
transmission system is depicted in Fig. 1. In the
encoding part, the variable-length coding (VLC) is
first integrated with the upper recursive systematic
convolutional ( RSC) code of a turbo code into a
single component code. We assume that the VLC is
prepared for a source symbol sequence U = [U,,
U,, U] with K symbols, where each U, (k =1,
2,--+,K) from a finite source set must be encoded to
a variable-length codeword symbol ¢(U,). So a
coded symbol sequence C(U) = [c(U,),c(U,),
(U ] of K

codewords can be obtained through the VL encoder,

composed variable  length

av W
Variable L g
Length W, W, V)
Encoder w
RSC1 A
Encoder 5 - . A
5 g Joint Source U
a g and Channel —
= S Decoding
=
v, W, W,. V)
RSC2 ’ _ Vo e
Encoder Punturing

Fig.1 Joint source-channel en/decoding model for the transmission system
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and then can be expressed as a binary sequence w,
= [w,,w,, - ,w,, | with the total bits length nl.
The channel RSC1 encoder provides a parity check
sequence W, = [w, ,w,,,w,, | in order to
increase the robustness of the sensitive variable-
Q-bit
quantization process, the source symbol sequence U
LU, Uy,
’ul.{():l (k=

1,2,---,K). Then the bit sequence U’ is permuted

length bit stream w,. By utilizing a
is converted into a bit sequence U’ =

Uy ] with quantized bits u; = [u;, ,u), ,**

by the bit-level interleaver J] and coded by another
channel encoder RSC2"-"*",

We assume that coherently detected binary

phase-shift keying ( BPSK) modulation and signals
are transmitted over an additive white Gaussian noise
(AWGN) channel.

are received,

After the channel observations
an iterative JSCD is carried out in
I:U1 ,Uza"'aUK:I-

Since we have treated the serially concatenated VL.C

order to obtain the output as U =

and the upper RSC code as a single component code
in the proposed joint source-channel coding system ,
the channel observations can be iteratively decoded
with only two SISO modules as depicted in Fig. 2.
One is the joint symbol-level APP decoder for the
VLC with the RSC1 ,
APP decoder for the RSC2'%-"%.

and another one is the bit-level

L, L., L Symbol Decision
I A )4
Hk - d-_ —»
W, w,.V) T . U
|
- v, Bit-level Joint Symbol-level
e »  APP Decoder APP Decoder
i;_ for RSC2 for VLC with RSC1
» % A A
=i
o A A _
e |w. W) ) 4
7 i T
U
L2 L Lul

Fig.2 Iterative source-channel decoding model for the transmission system

In order to get the symbol-level output of the
posteriori probability, two kinds of side information
based on a plane trellis is proposed and used in Ref.
[89, 117,
algorithm is applied to the logarithm likelihood ratios
(LLRs).
(APP) for each symbol ¢, at the moment k can be

and then the corresponding BCJR
The symbol level a posteriori probability

calculated by using formula (1). Given the

observation sequence R} from the channel, the

posteriori probability of symbol ¢, is

P(c, = c(i)/R]") Z Z P(T, =t,c, =c(i),

ey eNyy

Ty = /R =60 3 3 Rberrchofinn)

teNyt' e Ny ap_ (1)

RSBy AT ) -

Br(1)

e ST Y S Gt el - (D

YECRIED) 11,07 00)

ReRyw

where £ =
(1), the first probability o, () is defined as the

1/R} is a constant usually. In formula

forward recursive factor that can be calculated by a

forward iteration,

and the probability B,(¢) is
similarly defined as the backward recursive factor

that can be obtained through a backward iteration.

The last probability yi ( ¥7{!)

t',t) is the transition

m(i')+1 >
probability from the state 7, , = t' to T, = ¢ and
associated with the situation of ¢, = ¢(i), where

¢(i) is an input symbol "

However, the structure of a plane trellis is
complicated, and it contains lots of competence
So the computational

APP  decoding

algorithm based on a plane trellis will increase as a

paths for the decoding.
complexity of the symbol-level

square level with the growth of decoding symbols.
[9] and [ 14 ]

proposed that competence paths could be eliminated

The methods presented in Refs.

by introducing a new side information of accumulated
weight value of the decoded symbols. However,
without optimizing the weight value of variable length
symbols, the decoding complexity in those methods

was still high.
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2 The fast en/decoding algorithm
based on the optimized design of
space policy trellis

Based on the above analysis in section 1, we
propose a new joint source channel symbol-level en/
decoding fast algorithm using an optimized space
policy trellis.

For a source set X = {x,,x,,,x,|, which
contains M

variable-length ~ symbols,  the

corresponding probability distribution and the symbol
length are {p(x,),p(x;),+,p(xy) | and {1(x,),
1(%,),-+,l(x,) | respectively. The length of the
decoding symbol sequence is K.

For the process of joint source channel symbol-
level decoding based on the space policy trellis, any
should

conditions of side information as follows. Both the

possible decoding paths satisfy  three
total number of decoded bits as L — allbits and the
total number of decoded symbols K are certain, and
at same time the accumulated weight value of
decoded symbols as ¢ — allbits is also fixed. These

three constraints are expressed as:

M
L - allbits = Y I(x,) - n,, (2)
i=1

M
¢ — allbits = z&;l - n;,
i=1

o0 = N W A& L N 9w

where n; represents the total number of the i-th

variable length symbol in a decoding path, and ¢, is
the weight index of the i-th variable length symbol
which will be optimized.

For the decoding fast algorithm based on a
space policy trellis, it is crucial to optimize the side
information of accumulated weight value of the
decoding path. Under the consideration of using the
probability difference and the length characteristic of
each variable length symbol, we suggest construction
of the weigh values of M variable length symbols in a
way given below.

For any variable length coding, the length of
symbol with high probability is short. Similarly, we
hope that the difference for each weight value is
associated with the probability of variable length
symbols. We let ¢, = O for the first variable length
symbol with the maximum probability, and calculate

the other weight value in a recursive way
- - p(x;) )
e = (¢ - 2 )xa) | 3)
e -0 J

Then each weight value ¢, can be obtained by
using the preceding value @, , until the last weigh

value @,, for the M -th symbol.

Then the space policy trellis for decoding is
constructed by using the optimized weight values
(@ ,0,, oy}, the decoded symbol number £,
and the decoded bit length v (as illustrated in
Fig.3).

Fig.3 VLC space policy trellis
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It can be seen that the variable-length symbols
C = {c(x,),c(x,), +,c(x,)| mapped from the
source set X will be transmitted over the channel and
every possible variable-length code word of the
corresponding decoding sequence U = [u, ,u,, ",
u, ] will exist on the space policy trellis ( as

illustrated in Fig. 4).

— N W A L N O

o

As shown in Fig. 4 three decoding paths can
reach the state where the number of decoded symbol
is 5 and the number of accumulated decoded bits is
8. However, the two red paths can be eliminated
because the accumulated weight value exceeds ¢ -

allbits( =5) for that source variable length symbol

sequence.

Fig.4 VLC space policy trellis and elimination of two red paths

So on the basis of the space police trellis with
the optimized weigh values of variable length
symbols, the joint decoding process first computes
the optimum decoding path constrained by the
equations in formulae (2) and the space policy
trellis with optimized weight values.

The second step of the joint decoding process is
that the state node and the state transfer branch of
the space policy trellis are projected to a 2-D plane
composed of “the symbol number index £” and “the
bit state index v”. This generates a simplified plane
trellis named as the VLC KV space policy trellis and
at the same time still keeps the transfer relationship
between the state nodes in the space policy trellis.

Further, the VLC KV policy trellis can be
extended to construct a variable-length symbol-level
joint policy trellis with complex states, which is
applied for joint source channel decoding using the
VLS-APP algorithm. This specific process is the
same as that in Ref. [11]. The complexity of the
VLC directly affects the computation amount of the
VLS-APP algorithm. The simplified VLC KV plane
trellis has a lower complexity, which reduces the

computation amount of the VLS-APP algorithm and,

as a result, the decoding process is speeded.

3 Simulation results and analysis

The experiments were carried out over the
AWGN channel modulated with BPSK in order to
evaluate the performance of the proposed joint source
channel symbol-level coding/decoding approach
based on space policy trellis. We have performed
two simulation experiments and compared the
proposed joint source channel symbol-level approach
based on space policy trellis with existing bit-level
separate approaches ' based on plane trellis'®’’.
All simulation experiments were carried out over the
multiple simulation platform of joint source channel

encoding and decoding developed by Visual C + +.
3.1 Comparison of decoding complexity

with plane trellis

In order to verify that the fast algorithm
proposed in this work reduces the complexity of
decoding efficiently, we compare the decoding time
of different numbers of source reversible variable

symbols using reversible variable length codes

(RVLC) in Refs. [14-16]. The same code-table of
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RVLC as in Ref. [ 14
L is set to 12, which means that the length of

] with the pre-statistical length

continuous string “0” or string “1” is from 1 to 12.

12-RVLC
parameters is listed in Table 1,
length K =10, the interleaver length N =600 bits,
and the decoding iteration times = 8. The last

column in table 1 shows the optimum weigh value ¢,

In the case of source-symbol , its

the decoding symbol

for each variable-length symbol, which is optimized
by using the method in section 2 and used to
construct a new efficient space policy trellis for the
joint source channel decoding. The total number of
the source symbol sequence in the test is 180 000.
The decoding time of the proposed method with the
new efficient space policy trellis is compared with

that of the method with plane trellis**’.

Table 1 Parameters of 12-RVLC source-symbol
source  probability RVLC weight value

symbol length

symbol  distribution symbol I(x;) @i
1 0.4926 0 1 0
2 0.242 8 10 2 1
3 0.1122 110 3 4
4 0.0572 11111 5 10
5 0.0305 11100 5 13
6 0.0163 111100 6 20
7 0.0155 111011 6 20
8 0.0153 111010 6 20
9 0.008 2 1111010 7 28

10 0.0050 11110111 8 36
11 0.002 8 111101101 9 46
12 0.001 6 111101100 9 51

Simulation results are illustrated in Fig. 5. It is
shown that the decoding time of the proposed method
with the new efficient space policy trellis reduces by
about 49.3% and 39.4% , compared with the
method with plane [ 89 ],

respectively. We calculated the total number of all

trellis in Refs.

possible branch paths in these three decoding
processes, and found that the proposed method with
the new efficient space policy trellis under condition

of the optimized ¢, could eliminate competitive

branch paths by near 47.8% and 33.1% ,
compared to the method in Refs. [ 8-9 ]. In
conclusion, the proposed joint source channel

symbol-level en/decoding fast algorithm in this work

reduces the decoding complexity efficiently.

500 -

450
400
350
300
250 1
200
150
100
50
0

The proposed The method
method in Ref[9] The method in Ref.[8]

decoding time/s

Fig.5 Decoding time comparison among different methods

3.2 Comparison of decoding performance
with bit-level separate system and plane
trellis

To compare the decoding performance of 12-
RVLC source-symbols with bit-level separate system
and plane trellis, two simulation experiments were
carried out. In the case of 12-RVLC source-symbol
(its parameters are listed in Table 1), the decoding
symbol length K = 10 under the condition of 8
iterations and the decoding symbol length K = 16
under the condition of 16 iterations. The interleaver
lengths in these two situations are both 600 bits. The
total number of the source symbol sequence is 180 000.

The purpose of the two simulations is to show
the performance of E,/N, (the signal to noise ratio,
determined by signal power par bit and noise power
spectral density) under the condition of the same bit
error rate ( BER). We compare the joint decoding
performance of our joint source channel symbol-level
en/decoding fast algorithm based on the space policy
trellis with the optimum weight values with the
performances of the same joint en/decoding
algorithm based on the plane trellis in Ref. [8 ] and
the separate en/decoding method with bit-level a
posteriori probability (APP) algorithm in Ref. [13].

In Fig. 6 shown are the BER vs. E,/N,
performance curves of those three methods mentioned
above, under conditions of the decoding symbol
length K =10 and 8 iterations. Generally speaking,
the decoding performance of our method proposed in
this work is the best. At BER =2 x 107, the signal
to noise gain of VLS-APP decoding based on the

space policy trellis with optimum weight values in

this work is 1.3 dB in comparison with the joint
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source channel symbol-level decoding with plane
trellis in Ref. [8]. At the same time, an E,/N, gain
of about 1.7 dB is obtained by the proposed method
in this work, compared to the separate en/decoding
methods with bit-level APP algorithm in Ref. [13].

2x10"

7+ Separate method in Ref.[13]
==&~ VL Turbo method with plane-trellis in Ref'[8]
b hod with our poli 1lis

o

2x102 |
2x107

2x10* »
M 2x10"
m

2x10"

2x10° F

Fig.6 BER performance comparison among three

methods ( with 8 iterations)

We investigate the decoding performance of
those three methods in the situation of a greater
decoding complexity. So we increase the decoding
symbol length K from 10 to 16, and the times of
iteration from 8 to 12, but keep the interleaver
length of 600 bits. The result of simulation is shown
in Fig. 7, which indicates that our method still
performs best when the demand of decoding
becomes more complicated. A BER =2 x 1077,
the joint source channel en/decoding fast algorithm

in this work gains E,/N, by about 1 dB and 1. 8 dB,
25107

@ Separate method in Ref[13]
©-= VL Turbo method with plane-trellis in Ref.[8]
—+— VL Turbo method with our space policy trellis

A

<
2x102

2x103

& 2x10"
m

2x10°

2x10%

2x107

Fig.7 BER performance comparison among three

methods ( with 12 iterations)

compared to the method with plane trellis in
Ref. [8] and the separation en/decoding method in
Ref. [13].

4 Conclusions

On the basis of the construction of a new
efficient space policy trellis by optimizing the weight
value of variable-length symbols, a fast decoding
method with VLS-APP algorithm is presented in this
paper, which can be used for joint source channel
symbol-level encoding and decoding. The space
policy trellis proposed in this work is helpful to
eliminate competitive decoding path in an efficient
way, and obviously reduces the complexity of
iterative decoding for a joint source channel symbol-
communication The results of

level system.

simulations on both decoding complexity and
transmission performance show that symbol-level
decoding with the new efficient space policy trellis
performs better than that with other plane trellis and
the separate bit-level decoding method with APP
This method could be well used in

resource-constrained environment such as the space

algorithm.

communication scene.
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